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Abstract—As the presence of malware increases in binary applications, behavior analysis is rapidly becoming necessary. We examine the application of execution path clustering and information pedigree analysis to analyze the behaviors of an application. An execution path is the sequence of basic blocks in a binary that are executed in response to a given input. One execution path represents a specific behavior of the application; likewise, similar execution paths define similar application behaviors. We cluster dynamic execution paths using the hierarchical agglomerative clustering algorithm to characterize program behavior. Furthermore, through comparisons between clusters, we can use information pedigree analysis to identify the modal inputs which cause the execution of unique behaviors within a cluster. Through this form of modality analysis, we can identify the modal inputs which control the mode in which the application executes. This allows us to automatically elicit the specification of software for which we only have the binary image. To assess the utility of this approach, we report on experiments conducted against a set of test Android applications.

I. INTRODUCTION

In today’s computing world, a user is often required to install opaque binary objects. Without these installations, certain desired behaviors, such as a browser correctly depicting content, would not be achieved. Another example is an application marketplace, such as GooglePlay [1] or Apple’s App Store [2] which provide easy access to hundreds of thousands of mobile applications. It is generally assumed that the applications installed are safe and contain no hidden behaviors. These applications, however, at times contain either intentional or unintentional behaviors which have been known to leak sensitive information [3], download and install applications [4], or contain known malware [5]. In this paper, we present a technique for eliciting a human-readable description of the behavior(s) exhibited by a software binary, allowing one to determine whether there are hidden behaviors in the application that make it undesirable. Although our work is currently applied to Android applications, it is applicable for analysis of all types of binaries.

There are primarily two different ways to examine a binary application: static and dynamic. We focus on a dynamic approach to avoid limitations inherent to static analysis. We apply behavior analysis [6] to our dynamic analysis of a binary application.

We define an application’s overall behavior as an aggregate of individual behaviors, where each individual behavior is a mapping of inputs to outputs that can be characterized algorithmically. Consider a calculator that supports addition, subtraction, multiplication and division—the calculator’s behavior can be described as an aggregate of four individual behaviors, where each of those individual behaviors can be described by a function. Our goal is to offer a hierarchical decomposition of an application’s behavior space that can be understood by an analyst. This understanding is assisted by identifying the trigger for each behavior cluster—the input that causes the behavior. We use the term modal input to characterize an input that changes an application’s mode of operation—that triggers or elicits a new behavior.

A binary application can be represented as a set of basic blocks where each block has only one entry point and one exit point. The basic blocks are the vertices in an application’s control flow graph (CFG). The directed edges of the CFG are the possible transitions from each basic block. By the definition of basic block, every basic block has more than one possible successor, and so more than one outgoing edge in the CFG.

Execution paths are sequences of basic blocks in the order they were executed. Execution paths can be represented as vectors of features created from any combination of basic blocks in an execution path. An execution path can be used to define a specific application’s behavior. Grouping similar execution paths can then be used to group all observed behaviors into a subset of behaviors which cover an application’s behavior space.

Information pedigree analysis determines the impact of an application’s input on the actions performed. It is a form of data flow analysis that traces both implicit and explicit information flows. Looking at where the data is flowing for specific behaviors allows us to compare information flows between clusters to derive the specific inputs which affect the execution of the unique basic blocks.

We perform behavior analysis by instrumenting a binary application and running it in a customized execution environment. This allows us to inject inputs, observe the outputs, and capture the execution traces. Inputs are currently generated by using a fuzzer designed to exercise a significant portion of the code. We perform execution path clustering to derive classes of behavior. Applying information pedigree analysis over different classes of behavior allows us to perform modality analysis to find the inputs which affect the unique behaviors within a cluster and thus control a specific behavior, or the modal inputs which affect different modes of operation. The modal inputs can then be merged with our hierarchical view of all possible behaviors to allow an analyst to determine what the behaviors are and where they came from. Although,
our hierarchical view of clusters does display behaviors to the analyst in the form of I/O flows, the focus of this paper is deriving the modal inputs which cause different classes of behavior to occur.

To summarize, the main contributions of this paper are:

- An execution path clustering approach to derive classes of behavior within a binary application and provide a hierarchical view of all observed behaviors.
- The combination of information pedigree analysis with our hierarchical depiction of an application’s behavior space to elicit the modal inputs which cause the observed unique behaviors.

II. RELATED WORK

Execution path clustering has achieved success in several domains. Execution path clustering has been effective for software optimization [7], [8], simulation [9], and finding failures [10]. In addition, the time varying behaviors of an application can also be used to improve simulation of application performance [11], [12]. In [7], repeated patterns of behavior are classified and used for optimizations. This work defines repeated patterns of behavior to be repeated executions of basic blocks. Characterizing the workload in this manner plays an important role in the design of efficient hardware and software systems. Prior work in execution path clustering defines a behavior as an execution profile. An execution profile is defined as executed system calls, basic blocks, or function callee/callers. We build on prior work, by applying execution path clustering to behavioral analysis.

Clustering has also been successfully used to classify malicious behavior in malware. Clustering of system calls, abstractions of system calls [13], or network traces [14] has been used to classify groups of malware to speed up the process of generating malware signatures. However, the focus is on classifying variants of the same malware based on the behaviors exhibited by malware. Our focus is on a lower level of granularity, we look at the behaviors within one application to give further understanding of an application’s overall behavior.

Information pedigree analysis derives from two existing forms of program analysis. Program slicing [15], [16] is a static analysis technique for identifying the instructions that could affect the value of a variable at a particular point in the program. This technique has been extended to utilize dynamic analysis—dynamic program slicing [17] performs a similar function, but is able to generate a narrower slice. According to [18], dynamic slicing cannot on its own detect implicit information flows; it offers a static analysis step to convert them into explicit information flows. A second analysis technique is taint analysis, a form of data flow analysis in which one tracks the propagation of input state through an application. The general implementation is to associate a single bit of metadata with each memory location. When an input is read into a memory location, its bit is set. When multiple memory locations’ values are used to set the value of another location, the destination location’s bit is the logical OR of the metadata bits of the source locations. Dynamic taint analysis is described in [19], [20], and has been used in practical tools such as Valgrind [21] and TaintDroid [22].

III. APPROACH

A. Execution Path Clustering

An execution path consists of a trace, or sequence, of executed basic blocks. We assume a deterministic model of execution; any factor that might modify an execution sequence we define as input. Thus, the execution path is the behavior of the application for a given specific input. By this definition, any two inputs that elicit different execution paths represent different behaviors. Execution path clustering is the technique that we have applied to collecting execution paths into aggregate behaviors. Execution path clustering enhances code analysis by creating structure in the behavioral space. Thus, enabling us to identify and classify behaviors.

We use basic blocks to construct execution paths, similar to the method used in [7]. In our approach, an execution path is represented as a vector of features where each feature represents a unique basic block. At the end of execution, the number of times each basic block was executed is counted. Each element in the vector is mapped to a unique basic block where the element’s value is how many times that basic block was entered during execution. Depending on the size of an application, a vector can be potentially large. However, since only a subset of the application is generally executed, the vector should be sparse. We weight each feature by the inverse vector frequency (ivf see (2)) to increase the weight of basic blocks which only appear in a small subset of the vectors. This emphasizes the unique behaviors.

We use the hierarchical agglomerative clustering algorithm to cluster execution paths. This algorithm runs in $O(n^2)$ time, where $n$ is the number of execution paths. At the lowest level, the algorithm treats each vector as an individual cluster. The initial phase of the hierarchical agglomerative clustering algorithm is to calculate all vector to vector similarities. Then each vector is placed in a separate cluster. The clusters containing the two closest vectors are merged into a cluster during the first iteration of the algorithm. A new similarity measurement is then calculated between the new cluster and all other clusters. Subsequent iterations continue to merge the remaining clusters until only one cluster remains which contains all of the vectors. The result of the hierarchical clustering algorithm is a tree of clusters where each parent cluster contains two child clusters.

When merging clusters, we use the Voorhees group average linkage criteria [23] to calculate the new similarities between the merged cluster and all other clusters as shown in (3). This criteria calculates the merged similarity as the average of the similarity metrics between the clusters, while taking into consideration the sizes of each cluster. We use the cosine similarity metric (see (1)) to calculate the initial vector to vector similarities. The cosine similarity metric iterates through all $j$ basic blocks. Each feature is weighted by the number of times a basic block $b$ appears in a specific vector $v_i$, multiplied by the inverse vector frequency $ivf_b$ of that basic block. The inverse vector frequency of a specific basic block, $j$, is calculated as shown in (2), where $n$ is the total number of vectors and $n_j$ is the number of vectors containing $j$. Weighting features by the $ivf$ reduces the impact of features which occur in a large number of vectors. This helps to control the fact that some basic blocks are more common than others. These basic blocks are often part of utility code and as such don’t provide unique behaviors to reason over.

where

$\sum_i = \text{sum over all vectors}$

$\text{vector to vector similarity}$

$\text{inverse vector frequency}$
Utility code is the general purpose code that is useful in multiple runs of the same program. For example, in a Java application, portions of the main method are always called regardless of the input. Similarly, the code implementing a HashMap is called by all instances of a HashMap. Logic code, on the other hand, is the code that knits together the utility code in a way that implements logic specific to the behavior of an application. Using the *ivf* value to weight the features puts more weight on the logic code which will cause test cases with similar logic to group together. Logic code will manifest itself as unique segments of code that are not shared among the majority of the path vectors. Essentially, execution path clustering will weight features that have maximal impact on determining the unique behaviors of an application.

\[
sim(v_1, v_2) = \frac{\sum_i (v_{1,i} \ast ivf_i) \cdot (v_{2,i} \ast ivf_i)}{\sqrt{\sum_i (v_{1,i} \ast ivf_i)^2 \cdot \sum_i (v_{2,i} \ast ivf_i)^2}}
\]

(1)

\[
ivf_j = \log(\frac{n}{n_j + 1})
\]

(2)

\[
sim(c_1, c_2) = \sum_i (c_{1,i} \ast |c_1| + (c_{2,i} \ast |c_2|)) |c_1| + |c_2|
\]

(3)

B. Information Pedigree Analysis

Like dynamic program slicing, Information Pedigree Analysis (IPA) constructs a graph of information dependencies that can be subsequently reasoned over, but both the nodes and the edges differ. The nodes of an IPA graph are states that are created during the execution of a program. At any given point in a program’s execution, the program has a “value” which is the values stored in the registers and memory locations that comprise the program’s state. We use the word *location* to describe any addressable state-holding element in the system, whether it is a register or memory. The state’s *name* is the value that identifies the location. When a location is written to, a state has been created. In doing so, the previous value stored at that location, which was also a state, is overwritten and destroyed. We linearize every program execution such that every instruction execution is identified by a unique sequence number; the first instruction executed in the program has the sequence number zero. In a simple binary language, such as Java bytecode, a single instruction will result in three to four taints with one or two destination memory references. 

The information pedigree graph allows an analysis engine to traverse the graph backwards and forwards in time, understanding both directions.

C. Modality Analysis

As stated in the introduction, our goal is to elicit an application’s behavior(s) in way that allows a human to understand the software. There are two elements to providing this understanding: describing the behavior space as a hierarchical clustering of similar behaviors and identifying the modal input that distinguishes one cluster from another. Our focus is on deriving the modal inputs, however, we display a simplistic view of the behaviors in the form of a cluster’s I/O flows.

The result of execution path clustering is a tree of execution-trace clusters, with the set of all execution traces at the root. Each non-leaf node in the tree contains two children which represent the two clusters which were most similar at a particular iteration in the clustering algorithm. Since the features on which the clustering is based are the basic blocks that comprise a trace, what distinguishes the two clusters are the basic blocks that appear in the one but not the other. 

The edges of the IPA graph link the states that were used to construct a new state to the that new state—they identify which states *taint* a given state. There are four classes of taint: *value*; *addr_rd*; *addr_wr*; and *control*. Figure 1 uses four code fragments to illustrate the four edge classes. In the first example, on sequence number \(\tau_i\) a location named \(x\) is assigned the sum of the values in locations \(y\) and \(z\). \(y\) and \(z\) received their values at some previous sequence numbers \(\tau_a\) and \(\tau_b\), respectively, and those states are value-tainting \(x\) at \(\tau_i\). In the second example, \(x\) receives a value from some location \(m\), where \(m\) is specified by \(y\) and \(i\). Thus, \(y\) and \(i\) areaddr_rd-tainting \(x\)—they specify the state that was read at \(\tau_i\). Similarly, in the third example, the location \(m\) that is value-tainted by \(y\) at \(\tau_i\) is specified by \(x\) and, those states are addr_wr-tainting \(m\).

In the fourth example, there is a “hidden” state in the code, as the comparison “\(i < 0\)” is an operation whose output state is stored in an unspecified variable. When operating in Java, we posit a per-thread location named “\(eip\)” in which branch-comparison state is held. Thus, in that example, \(eip\) receives value-taint from \(i\) and the constant state \(0\) at \(\tau_i\), and it in turn asserts control-taint on the creation of \(x\) at \(\tau_j\). In a simple binary language, such as Java bytecode, a single instruction will result in three to four taints with one or two destination states.

The information pedigree graph allows an analysis engine to traverse the graph backwards and forwards in time, understanding both directions.
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the distinguishing block(s) that are in both clusters, or the distinguishing block(s) are the first blocks executed in the trace. We use the Information Pedigree graph to trace the distinguishing blocks to the inputs which caused them. Thus, we can identify the modal input(s) that control execution of those basic blocks.

IV. Evaluation

We developed prototype software, Droid Reasoning Analysis and Protection Engine (DRAPE), to provide automated capabilities to assist a human analyst to detect unwanted behaviors in Android mobile applications. DRAPE is a dynamic analysis tool which contains a customized dynamic execution environment and brings together concolic execution, information pedigree analysis and execution path clustering. We focus on the information pedigree analysis and execution path clustering components to show how they can be combined for modality analysis. We first show the utility of our approach through a detailed example. Then, we show the accuracy of our clustering approach. Finally, we report our initial results on the DARPA Automated Program Analysis for Cybersecurity (APAC) program.

Consider a four function calculator Android application with buttons for each number, plus, minus, divide, multiply, equals, and C. We modified this four function calculator to include a time component. The final calculator application is composed of approximately 27,000 basic blocks. The average execution path length is approximately 3,400 blocks and the average number of unique basic blocks between sibling clusters is 5. Whenever the time falls within a specified range, the app sends a file to an update website. This is malicious behavior embedded in the calculator, triggered by time. The code checking the time is only executed when the equals button is pressed. From DRAPE’s point of view, time is an input, it is a trigger which causes a specific behavior. As each of these inputs may determine a unique path through the binary code, any of these buttons and the time has the potential to be a modal input.

We randomly generated 101 test cases using our four function calculator Android application. The test cases have varying operators (plus, minus, divide, multiply, equals), number of operators, number of digits, presence of decimals, and times. Using DRAPE, we captured the execution traces for each test case, clustered the execution traces, and derived the modal inputs. The high level view of the modal inputs is shown in Fig. 2. In this figure, the number in parenthesis is the number of test cases grouped in that particular cluster. The values following the parenthesis are the modal inputs. For simplicity, we represent the modal inputs as the buttons pressed. In actuality, the modal inputs are the API calls which are treated as input (i.e., performClick() {equals}). These modal inputs are detected by looking at the inputs which caused path taint on the distinguishing basic blocks. Note that, the modal inputs do not necessarily show what behavior occurred in each cluster, rather they show what caused the unique behavior which occurs in each cluster. This is an important distinction as we further examine the modal inputs. DRAPE currently presents the behaviors as I/O flows of the API calls (i.e. performClick() {equals}) => setText{10}). However, we focus on the inputs which cause the unique behavior within a cluster.

At the root node, we see all 101 test cases, This cluster is divided into two clusters, one containing 72 test cases and the other containing 29 test cases. The larger cluster contains no unique basic blocks when combined with the smaller cluster, thus no modal inputs at this level. The smaller cluster has two modal inputs: time and divide. This means that the time and the divide button both cause unique basic blocks to execute. This also means that the divide button is not pressed at all for the larger cluster. Thus, the unique behavior caused by the divide button only occurs in this smaller cluster. This cluster can be divided into several smaller clusters, one with 10 test cases and the other with 19 test cases. Note that the cluster with 10 test cases only contains the modal input of C. Furthermore, the sibling cluster has modal inputs of time, plus, multiply, and minus. Thus, the sibling cluster does not contain any unique behaviors which occur due to the divide button being pressed and we can safely assume that all behavior occurring because of the divide button occurs in both clusters. However, since the time is a modal input for the sibling cluster, the divide activity which occurs must occur during a specific time. Thus, although direct correlations between modal inputs and behavior cannot be made, indirect correlations based on which modal inputs appeared in the hierarchy above and on the same level as a particular cluster can be made. Furthermore, our software is eliciting the fact that time is an input. This should cause an analyst to wonder why time has any effect on the behavior of a calculator application.

The modal inputs we expected to see were the time and the four functions, as well as the equals and C buttons. Although, we saw these modal inputs, we found that the clusters occur first due to operation and secondly due to the equals and C buttons. This means that as the clustering algorithm runs, the clusters are first merged by operator, then the correlating C and equals cluster for a particular operation are clustered. Thus, the modal inputs showing up are more likely to be the C and equals button than the actual operator. Although, every cluster containing behavior performing the plus functionality occurs because of the plus button being pressed, the plus button may not show up as a modal input because it is also occurring in a sibling cluster. At some level, for some cluster, the plus button should show up as a modal input. The overall cluster containing 101 test cases shows 0 modal inputs, however, in actuality all basic blocks are unique, thus all inputs are path taints and thus modal inputs. Although trivial, this example illustrates how a hierarchy of clusters when combined with information pedigree analysis can elicit the modal inputs.

To test the accuracy of our execution path clustering algorithm, we performed a manual analysis. We compared levels of the cluster hierarchy with how a human would expect the clusters to divide. There are four functions which may be mixed with the equals or the C button. In addition, equals may also occur during a specified time. This makes twelve variations of the time, four functions, and termination (equals or C) buttons: plus combined with equals in each of two different time ranges, minus combined with equals in each of two different time ranges, divide com-
bined with equals in each of the two different time ranges, and multiply combined with equals in each of the two different time ranges. The remaining four variations are the four operators combined with the C button. Thus, we calculate the accuracy of a given clustering against having twelve perfect clusters. As we merge from twelve clusters to one, we assume the perfect clustering will first merge clusters containing the equals and C for a given operator, then clusters of specific operand types regardless of the termination button. The time should be the final division. That is, when there are two clusters remaining, one should contain all the operators combined with a specified time, while the other should contain all of the operators where the control block within the time condition is not executed. The accuracy as the number of clusters increases is shown in Fig. 3. Accuracy is calculated using the number of false positives, true positives, false negatives, and true negatives. We calculate the accuracy on different levels of the clustering hierarchy. We examine levels containing between 76 and 2 clusters. We observe the best accuracy for eight clusters. For eight clusters, the accuracy is approximately 93%. For two clusters, the accuracy decreases by a small amount to 91%. This is because the division operator merges with the clusters based on time rather than with the clusters containing the plus, minus, and multiply operands.

As the number of clusters per hierarchy level decreases, we see an increase in the accuracy. Note that when we have twelve clusters, we do not see the exact division we expect. Neither did we see the expected division at eight clusters. This is primarily due to the number of operands in a test case. The number of operands causes a loop to be executed multiple times. This causes certain basic blocks to occur multiple times, giving them more weight. The number of operands had an unexpected impact. Although this feature does not impact the clustering based on operation, it does affect the accuracy based on our assumptions. Several ways to improve this include taking into consideration loops, or using a binary metric for feature weight instead of the frequency combined with the inverse vector frequency.

Finally, we report our results from DARPA’s Automated Program Analysis for Cybersecurity (APAC) program. We were given a set of Android applications containing both benign and malicious functionality. For the applications examined, we systematically explored all, or a majority, of the programs execution paths. We then clustered the resulting execution traces to derive classes of behavior. Viewing the hierarchy of behaviors allowed us to find the modal inputs causing each class of behavior. Due to unsupported APIs, we were unable to run our system on the entire set of test apps, however, we did run our system successfully on a smaller subset and correctly determined the modal inputs for these applications. The modal inputs were derived with a combination of execution path clustering combined with information pedigree analysis. Following are some examples of a few of the apps examined and how we were able to elicit the modal inputs for the malicious activity.

App-1 is a GPS application which can perform three actions: (1) the application receives the GPS coordinates from the Android device, but nothing occurs, (2) the GPS coordinates are received which allows a button to be clicked, or (3) the GPS coordinates are never received causing no activity to occur. We ran App-1 with a set of test cases exercising these three actions and then clustered the execution paths. In one cluster, we show that the unique behavior is triggered by calling the MyLocationOverlay.getMyLocation API call. An analyst could look deeper into the application by examining the input to output flows (derived via information pedigree analysis) within the cluster to determine that an output of the cluster is an exec call which is a ping to a specified IP address. Furthermore, the ping command has a pattern specified by the p flag which may be related to the location coordinates. Thus, the MyLocationOverlay.getMyLocation API call is a trigger for a ping.

A second application, App-2, had three main buttons which a user could interact with: A view button, a backup button, and a delete button. We created test cases to exercise these three buttons and ran them. Then clustered the resulting test cases. Our clusters showed that not only were the buttons the modal inputs, but that extra inputs were being used when the backup button was pressed. In particular, this cluster shows a modal input as an ApplicationContentResolver query with the value of content://sms, As
well as a managedQuery with the value of content://browser/bookmarks. Finally, there is also an input from java.io.File.lastModified which occurs on the images in the Camera images directory. Thus, the backup button, bookmark data, image data, and SMS data are all modal inputs for the behavior which occurs when the backup button is pressed, the inputs from the bookmarks, images, and sms messages are used. The analyst was then able to determine that this particular application should not be able to see images or bookmark data, thus, it was performing malicious behavior.

In a third application, App-3, which notifies a user when an SMS message which matches a specified filter arrives. For this application, we observed two primary classes of behavior: one which occurred when an SMS message is received and the other when an SMS message is sent. The first behavior was triggered by the onReceive method and the second was triggered by the sendBroadcast method.

Although initial, these results show that using information pedigree analysis combined with execution path clustering is a powerful approach to deriving those inputs which affect unique behaviors.

V. Conclusions

We present a technique for classifying the observed behaviors of a binary application and deriving the modal inputs which caused those behaviors. Our execution path clustering approach provides a hierarchical view of all observable behaviors. We combine our hierarchical depiction of the behavioral space with information pedigree analysis to trace unique behaviors back to the modal inputs which caused those behaviors to occur. This combination of execution path clustering and information pedigree analysis can be used to elicit a human-readable description to the observed behaviors exhibited by a software binary. Deriving the modal inputs is the first step in automatically eliciting a human-readable specification of an application’s suite of behaviors as it allows us to map which inputs caused unique behaviors. The second part of eliciting a human-readable specification is to identify those unique behaviors. Future work will identify and present the unique behaviors to the user in the form of a specification. This specification would allow the analyst to fast and effectively evaluate an Android applications.

We developed software to extract behaviors from Android applications. We showed how our software was able to successfully cluster and extract the modal inputs for a four function calculator app. Furthermore, we were able to successfully elicit the modal inputs from a subset of Android test applications as part of DARPA’s APAC program. Our results show the promise of this form of behavioral analysis.
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